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Abstract—The “new” Accreditation Board for Engineering and
Technology criteria, EC-2000, has caused engineering educators to
focus on 11 intentionally undefined outcomes as a necessary step in
the accreditation process. As part of a large study sponsored by the
National Science Foundation, a framework, based on Bloom’s tax-
onomy, has been developed for better specifying these outcomes.
Using this framework, each outcome has been expanded into a
set of attributes that can then be used by engineering faculty in
adapting the outcomes to their own program. Also discussed are
two ways in which this characterization of outcomes can be used
as part of an assessment and feedback process. These outcome def-
initions are considered to be in a dynamic state; i.e., they will con-
tinue to be modified and updated as more is learned about their
specificity and use. Interested readers may download the most re-
cent set of outcomes from the project website.

Index Terms—Accreditation Board for Engineering and Tech-
nology (ABET), accreditation, assessment, EC-2000, outcomes.

I. INTRODUCTION

SINCE 1995, when the “new” Accreditation Board for En-
gineering and Technology (ABET) criteria, EC-2000, were

first proposed, there has been considerable discussion about en-
gineering education outcomes, especially the minimum set of 11
student learning outcomes that are a major part of EC-2000 [1],
[2]. While engineering educators are embracing, although often
with trepidation, the substantial changes set forth by ABET,
there is much concern as to how to best operationalize each out-
come for use within one’s own institution. By intent, the out-
comes—or “3a–k,” as they are euphemistically known—were
left unspecified, further contributing to this sense of concern.
The purpose here is to assist faculty by presenting a framework
with supporting documentation that will enable individual pro-
grams to achieve specificity in an informed, systematic manner.
In particular, as part of a large research study funded by the Na-
tional Science Foundation (NSF), each outcome has been char-
acterized by a set of attributes whose organization is based in
part on Bloom’s taxonomy [3]. This paper describes the process
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for arriving at these outcome specifications and provides exam-
ples of how they can be used.

In an earlier paper [4], the authors posed the following ques-
tion: In the initial desire to satisfy the new criteria, have we be-
come too captivated with the process, as witnessed by the pro-
liferation of continuous improvement (e.g., plan–do–act–check)
models that describe the “ideal” educational path [5]–[8]? Such
models have exposed engineering faculty to a cycle in which the
educational process is first defined, measured, compared to de-
sired criteria or standards, and subsequently improved, and then
the cycle is repeated. We asked: In rushing to adopt this “cycle,”
have we overlooked an important step—to comprehensively ex-
amine the meaning of these learning outcomes and hypothesize
how our focus on each may result in an improved educational
environment?

To date, approximately 60 engineering schools have under-
gone EC-2000 reviews, with the majority occurring during the
1999–2000 cycle. Clearly, it is time to establish a foundation
for these learning outcomes before too many more institutions
proceed through EC-2000. The purpose of this paper is to
demonstrate to the engineering educational community how
institutions can capitalize on EC-2000 to reform their educa-
tional process by supporting the specification of these (and
other) critical learning outcomes.

Reform is not a new concept to engineering education. For the
past ten years, six coalitions involving more than 60 institutions
have attempted to revolutionize engineering education. Now, as
the coalitions wind down their activities, a final evaluation may
conclude that the desired changes in institutional culture tend
to occur through evolution, not revolution. Just as educational
reform takes time, developing real knowledge and competency,
as denoted by the 11 outcomes, also takes time since individual
intellectual growth is an evolutionary process.

II. WHAT ARE STUDENT LEARNING OUTCOMES?

Defining student learning outcomes depends on the edu-
cational perspective. The term “student learning outcome” is
similar to certain constructs such as educational objectives
[9], competencies [10], skills [11] or achievement [12]. The
similarity of these key terms has led to confusion among faculty
and administrators as they focus on such reform initiatives
as “outcomes-driven assessment,” “competency-based cur-
riculum,” and “ability-based learning.” As a result, engineering
educators have initiated reform actions assuming the nature of
the construct without really exploring its underlying meaning.
There are two issues to address when defining student learning
outcomes: 1) the breadth of the construct and 2) the level of
specificity.

0018–9359/00$10.00 © 2000 IEEE
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A. Breadth of Construct

One dilemma that educators have in accepting the outcomes
construct is defining its limits; i.e., what it will encompass.
Nichols [13] points out that the “intended educational (student)
outcomes are descriptions of what academic departments
(faculty) want students to know (cognitive), think (attitudinal),
or do (behavioral) when they have completed their degree
programs, as well as their general education or ’core’ cur-
ricula.” The inclusion of these three elements alone greatly
increases the breadth of the construct. Here, each of these ele-
ments—cognitive, attitudinal, and behavioral—has substantial
value and must be explored further.

Krotseng and Pike [14] note that most universities relate cog-
nitive outcomes to what the student learns in general; i.e., the
“core” education courses in their academic major as well as
such basic skills as writing or oral communications. With the ex-
ception of these basic skills, cognitive outcomes are commonly
related to knowledge acquisition. In addition, researchers ac-
knowledge that there is increasing attention among educators
(including engineering educators) to such higher ordered cog-
nitive skills as critical thinking [15]. The 11 ABET learning
outcomes appear to cut across all three elements. For example,
“knowledge of contemporary issues” (outcome “j”) is a straight-
forward reference to knowledge acquisition. “An ability to iden-
tify, formulate, and solve engineering problems” (“e”) can refer
to higher ordered thinking skills, while “an ability to use the
techniques, skills, and modern engineering tools” (“k”) directly
implies a skill orientation.

The measurement of student attitudinal-related outcomes
provides considerable information on the effectiveness of an
academic program [16], [17]. Most attitude measurements
are focused on how students’ attitudes, including their state
of mind and values, are related to institutional-level per-
formance and effectiveness. This is typically accomplished
using closed-form questionnaires, one-on-one interviews,
and/or focus groups. The results are usually analyzed at an
institutional level and are only occasionally applied at the
individual or small group level. However, as Besterfield-Sacre
et al. have demonstrated, student perceptions of their abilities
can influence one’s subsequent learning as well as such
important institutional objectives as retention [18]. Although
the EC-2000 outcomes do not explicitly incorporate the
concept of “feelings” within their construction, they do
advocate a need for “valuation” [19] of certain aspects of
the engineering profession. This “valuation” requirement
is delineated by several outcomes (e.g., “professional and
ethical responsibility,” “the impact of engineering solutions
in a global and societal context,” and “life-long learning”).

Behavioral-related outcomes have become increasingly
common in the classroom [20]. These can be defined as an in-
dividual’s action or reaction to either an external or an internal
stimulus. In the engineering context, behavior is seen as the
manifestation (i.e., application) of what the student has learned
through an educational intervention. In essence, behavioral
aspects are those skills engineering students possess. A faculty
member or co-op employer can readily observe the student’s
application of knowledge that has been transmitted through the

educational process. By adding this element to the construct, a
critical aspect is being postulated: Knowledge must not only be
acquired but also be applied in relevant situations.

The integration of these three key elements (cognitive, atti-
tudinal, and behavioral) provides a comprehensive approach to
defining a specific learning outcome. Further, true learning out-
comes are a demonstration that knowledge does not exist apart
from application. In fact, the two are tightly coupled. The attitu-
dinal element indicates that the individual not only is capable of
doing “engineering work” but also embodies values of the pro-
fession.

B. Level of Specificity

It is proposed that student learning outcomes can be de-
scribed or specified in terms of sets of attributes. However, such
descriptions may vary greatly. Certain outcome descriptions are
very general and holistic using such words as “understanding,”
“comprehending,” and “applying.” Others are more focused
with descriptors such as “synthesizing,” “organizing,” and
“enumerating.” The EC-2000 learning outcomes meet the
former criteria and, by design, appear as vaguely constructed
statements to encourage each engineering program’s faculty
to add its own, hopefully unique specificity. This flexibility
reflects a sensitivity on ABET’s part to the importance of
differing institutional missions and programs. Hence, the 11
outcomes serve as a foundation for all engineering programs,
but each program must then define itself by adding its own
specificity to the outcomes.

This lack of construct specificity poses several problems.
First, faculty consensus is required if successful implementa-
tion is to follow. This consensus must encompass definitions,
performance criteria, and assessment processes. Faculty con-
sensus is also required for both vertical integration within a
program and horizontal integration across all the institution’s
engineering programs. If faculty cannot make connections
across courses, it will be difficult to transfer knowledge,
behavior, and attitudes across the curriculum [21]. Second,
to properly recast each outcome into measurable descriptions
that will result in usable assessment results requires sufficient
expertise, resources, and time. For many engineering faculty,
this is often a cumbersome first step in the overall preparation
for the new criteria.

Hence, an operational definition of student learning outcomes
(relevant to engineering education) is needed to properly eval-
uate engineering programs. It is proposed thatstudent learning
outcomes are observable and measurable manifestations of ap-
plied knowledge. That is, true learning is reflected through the
action and behavior of the individual. The cognitive processes or
attitudes of individuals cannot be separated from their behavior
and attitudes. In fact, true learning cannot be measured without
observable behavior. Each of the EC-2000 learning outcomes
must reflect the integration of the cognitive and behavioral—the
knowing and doing. It is not enough to have “knowledge of con-
temporary issues.” The individual must be able to demonstrate
that this knowledge can be applied as one encounters new prob-
lems and attempts to achieve solutions (whether in engineering
or in another context).
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III. A N INITIAL STEP: DEVELOPMENT OFATTRIBUTE LISTS

A working definition for student learning outcomes has been
developed. Using this, the next step is to operationalize each
EC-2000 outcome with respect to its key elements. By oper-
ationalizing the outcomes into sets of measurable attributes,
engineering faculty can more systematically address curricular
planning and classroom learning. However, providing construct
specificity to the outcomes in this way is not straightforward.
Under NSF funding the authors have begun to address this
challenge by developing a set of measurable attributes for each
outcome using an educational framework.

The objectives in creating the outcomes/attribute lists are
twofold. The first is to develop a comprehensive list of attributes
for each outcome arranged (to some extent) by desired level
of student achievement. This would provide engineering edu-
cators who wish to develop specific student learning outcomes
for a course or program with a “buffet” of attributes from
which to choose. The second is to assure that the attributes are
measurable so that they may more easily be incorporated into
assessment instruments and protocols.

This section is divided into three areas. The first discusses
the various literature and resources that were used to derive at-
tributes for each of the eleven outcomes. Next, an explanation of
the framework, which is based on Bloom’s taxonomy in order
to delineate the outcome attributes, is given. Finally, a worked
example is provided to demonstrate how an outcome/attribute
list was derived.

A. Outcome Research

The project team consists of researchers with a wide range
of expertise in evaluation and assessment methodologies [22]
as well as in engineering ethics [23], design [24], communi-
cations [25]; and multisource (self and peer) classroom feed-
back methods [20]. Each attribute set was first hypothesized
and then refined, using the relevant literature on the particular
outcome, interviews with engineering faculty and/or industry
practitioners, and the collective experience of the researchers.
The archival engineering education literature, related literature
from other areas of education, and Web sites that focus on en-
gineering education (e.g.; measurement of outcomes, EC-2000,
etc.) were examined. In addition, traditional engineering text-
books and complementary literature were sought depending on
the outcome in question. The goal of the literature review was to
produce an extensive list of possible attributes. While the out-
comes are considered relatively “complete” at this point, they
are not static. Rather, it is anticipated that they will be updated
and revised as engineering educators gain more experience with
EC-2000.1

B. Outcome/Attribute Framework

Early on, it was apparent that the specification of the var-
ious outcomes would result in each having a large set of at-
tributes. Hence, a consistent framework for organizing each out-
come’s attributes while maintaining consistency across all 11
was needed. Expanding upon Nichols’ cognitive, attitudinal,

1 For the most recent set of outcomes, the reader is referred to the project Web
site: www.engrng.pitt.edu/~ec2000.

and behavioral components in combination with the general tax-
onomy presented by Bloom formed the basis for the frame-
work. Bloom’s taxonomy is based on six levels of the cognitive
domain: knowledge, comprehension, application, analysis, syn-
thesis, and evaluation. In addition to these levels of cognition, an
affective domain described by Krathwohl [19] as valuation was
added. Outcome elements and associated attributes were then
expanded within each of the seven levels. These seven compo-
nents parallel the three broad categories specified by Nichols:
1) knowledge and comprehension (cognitive); 2) application,
analysis, synthesis, and evaluation (behavioral); and 3) valua-
tion (attitudinal). McBeath’s action verbs associated with each
Bloom level [26] were then used to translate the attributes into
learning outcomes and thus make the attribute easier to mea-
sure. This process is defined as “characterizing the outcomes.”
The definitions for the cognitive and affective components of
the framework along with the respective learning verbs are pre-
sented in Table I.

Caveat Emptor:The use of Bloom’s taxonomy is promoted
with caution since both its hierarchical and cumulative nature
and its use as a learning theory have not been validated. Under
the assumption that Bloom’s is a learning taxonomy, a student
would have to acquire all the knowledge about the outcome
before he or she could apply it. However, to paraphrase a
famous jazz musician, “I can recognize jazz” (comprehension)
and “play jazz” (application), “but I cannot define jazz”
(knowledge). Although there may be areas within an outcome
where the attributes are “cumulative” in nature, such that the
accomplishment of one attribute is correlated with being able
to demonstrate a preceding attribute, in general, the attributes
presented in the framework may be considered independent
of the others. In publishing the taxonomy, Bloom and his
colleagues acknowledged the possibility of ambiguities in the
sequencing of categories. Hence faculty are cautioned from
adopting the taxonomy without first considering its ramifica-
tions and limitations. It can provide a guide, but it should not be
used to track detailed student learning across its levels. Also,
note that there is not a unique mapping of action verbs into
Bloom levels; consequently, certain verbs may appear within
more than one level.

C. Specifying the Outcomes

As noted above, Bloom’s taxonomy is used as the basis for
a framework that helps describe and organize the individual
attributes. The use of the Bloom’s and Krathwohl’s explana-
tion of cognitive and affective domains can be very helpful in
facilitating discussion among engineering educators about the
outcomes and their associated attributes. In addition, there is
some literature that links the Bloom’s taxonomy to assessment
methods. For example, one can directly measure knowledge by
using true/false and multiple-choice questions on exams.

For most of the outcomes, the literature research approach
was straightforward, and the outcome could be subdivided
into components with minimal controversy. For example,
the outcome “design and conduct experiments, as well as
analyze and interpret data” was broken down into four discrete
elements: “designing experiments,” “conducting experiments,”
“analyzing data,” and “interpreting data.” Literature and other
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TABLE I
OUTCOME/ATTRIBUTE LIST FRAMEWORK

resources (including Web sites) were then consulted for each
of these elements to determine suitable attributes. There were
a few outcomes, however, where the meaning of the outcome,
under heavy scrutiny, generated several interpretations. The
two outcomes “knowledge of contemporary issues” and “a
broad education necessary for understanding the impact of
engineering solutions have in a societal and global context”
proved to be particularly difficult to define or even separate.
Indeed, for these two outcomes, multiple definitions may result,
and thus different avenues of literature can be pursued. Table II
provides a preamble for each outcome along with references
used in developing the attribute list.

D. Outcome/Attribute List Example: “Ability to Design and
Conduct Experiments”

To demonstrate how each outcome was characterized, the out-
come “Ability to design and conduct experiments, as well as an-
alyze and interpret data” is provided as an example. For this out-
come, the literature review was relatively straightforward. En-
gineering texts that explained experimental design and labora-
tory procedures were reviewed to obtain an exhaustive list of
plausible attributes. In addition, Web sites of programs under-
going EC-2000 accreditation were investigated in order to de-
termine how various engineering schools were addressing this
particular outcome. The outcome was then dissected into four

smaller components or elements: 1) designing experiments, 2)
conducting experiments, 3) analyzing data, and 4) interpreting
data.

Next, each plausible attribute was assigned to a particular el-
ement of the outcome and to the appropriate level within the
framework as shown in Table III, which provides an example
of the operationalized outcome. The table shows the expanded
elements and their definitions along with operational verbs for
each particular element. It is important to note that within each
element not all domains are represented. The element may be
covered by another element or there may be no attribute iden-
tified for the specified domain. For a particular element, e.g.,
“conducting experiments,” it may not be necessary to have an
attribute(s) to describe the domain synthesis or evaluation, as
the element of conducting experiments describes carrying out
the experiment rather than requiring analysis and reflection of
the work that was performed.

IV. DISCUSSION: CULLING THE ATTRIBUTES

In approaching EC-2000, one must guard against having the
collection of data dominate the process, since the improvement
of the educational systems remains the objective. Data col-
lection through questionnaires, course evaluations, analysis of
attributes, or direct methods such as student portfolios, focus
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TABLE II
DEFINITION/PERSPECTIVEUSED FORDEFINING THE EC-2000 OUTCOMES3A–K

groups, and individual input should be used to identify areas
where improvement is possible. Once identified, it is necessary
to prioritize and be selective about the improvement efforts
that will be undertaken since it is important for the program
under review to demonstrate that the complete feedback
cycle of measurement, identification, evaluation, change, and
remeasurement has taken place.

In utilizing the attributes as part of this process, the first re-
quirement is for the faculty to select the outcome or outcomes

that match the program’s highest priorities. This can be ac-
complished either through external instruments such as focus
groups, student portfolios, or questionnaires or by a direct anal-
ysis of the attributes. The external instruments can help iden-
tify outcomes that are most important to a program in terms
of potential improvement. For example, suppose that a depart-
mental visiting committee identifies as potential problem areas
outcomes “b” (ability to analyze and interpret data), “e” (ability
to identify, formulate and solve engineering problems), and “g”
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TABLE II (Continued.)
DEFINITION/PERSPECTIVEUSED FORDEFINING THE EC-2000 OUTCOMES3A–K

(ability to communicate effectively). The faculty can then se-
lect those attributes from these three outcomes that would most
likely hone in on the perceived weaknesses and then develop
a plan for improvement. An alternative to investigating a per-
ceived program problem is to directly select specific attributes
to examine. This would include going through the outcomes and
identifying not only which attributes might represent curricular
problems but also which level or levels of the attributes are not
being addressed.

Regardless of how a problem area is identified, the process
of narrowing in on a problem as part of the entire “feedback
cycle” is the same. For example, outcome “e” has 12 elements,
each of which might be evaluated. Examining each of these,
two might represent specific weaknesses in the student’s
ability to identify, formulate, and solve engineering problems.
For example, the steps selected for investigation might be
“constructing a problem statement and system definition” and
interpretation of results—evaluates potential solutions and se-
lects solution.” Once an element has been selected, one moves
along the framework to specifically identify those attributes
where improvement can be made. For instance, focusing on the
first element (system definition), four levels—“knowledge,”
“comprehension,” “application,” and “valuation”—might not
be viewed as problem areas. However, the level “evalua-
tion,” which contains one attribute—“appraises the problem
statement for objectiveness, completeness, relevance, and
validity”—might be identified as the specific problem. With
this element, level, and attribute identified, improvement can
begin.

The first two phases in the feedback cycle are already accom-
plished using the analysis of the attributes. This sets the stage for
evaluation. Going back to the previous example, it is necessary
to investigate the coursework, the student’s experience through
co-op or internship programs, and the time devoted by faculty to
reinforce the importance of system definition. Once the cause of
the inadequacy is identified, then changes can be proposed and
implemented. At this point, faculty should also make sure that
the measurements for assessing the outcome are in place. After

an appropriate time period, the outcome is remeasured to deter-
mine if the implemented changes have alleviated the problem or
if a reevaluation phase should be pursued. Other outcome prob-
lems identified through analysis of the attributes can be worked
on subsequently. A goal might be to have such attribute analyses
become a routine function of the engineering program.

V. EXAMPLES IN USE

A. Measurement of Problem Solving, Communication, and
Teamwork Skills Using the TeamDeveloper

As discussed in the previous section, careful selection of a
pertinent set of attributes is necessary if valid measurements
are to be obtained. However, proper attribute selection is not
the only consideration when assessing an outcome. Obtaining a
metric or method that adequately measures the outcome in ques-
tion may be difficult. Because many of the methods and instru-
ments currently being used in engineering education have not
been fully validated in terms of content or construct, where pos-
sible it is highly desirable to triangulate the methods/metrics.
By triangulating the methods and metrics, one obtains multiple
surrogates for the real measure of the outcome, thus providing
both a much needed anchor measure where none exists and ob-
taining corroboration of measurement results.

In fall 1999, the University of Pittsburgh, Department
of Industrial Engineering, began a longitudinal experiment
following a cohort of approximately 50 students through a
three-course sequence beginning in the first semester of the
sophomore year. The purpose of this study is multifold: 1) to
triangulate and verify two or more different methods for mea-
suring outcomes and 2) to investigate how students progress
toward demonstrating their abilities in selected outcomes.

For the study, three courses were chosen. The first course,
Modeling with Computer Applications,is taken the fall 1999 and
provides an introduction to mathematical modeling, problem
solving, and teamwork. The second course,Productivity Anal-
ysis, is taken in the second semester of the sophomore year
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TABLE III
CHARACTERIZED OUTCOME “b”: D ESIGN AND CONDUCT EXPERIMENTS, AS WELL AS ANALYZE AND INTERPRETDATA

(spring 2000) and provides an introduction to industrial engi-
neering concepts and thought processes. The last course,Human
Factors Engineering, is taken the first semester junior year (fall
2000) and focuses on the study of human abilities, characteris-
tics, and behavior in the development and operation of systems
designed for human use. Each course requires the use of open-
ended problem solving (outcome “e”), oral and written commu-
nication skills (outcome “g”), and relies heavily on teamwork

(outcome “d”) in and out of the classroom. To measure these
outcomes, two assessment methods were chosen: closed-form
questionnaires [18], [51] and multisource feedback [7], [20].
The validated questionnaires elicit students’ confidence for all
outcomes. These surveys will be used in conjunction with the
multisource feedback system known as the TeamDeveloper.

The outcome/attribute list was used to select the metrics
for the TeamDeveloper, a feedback system where students
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TABLE III (Continued.)
CHARACTERIZED OUTCOME “b”: D ESIGN AND CONDUCT EXPERIMENTS, AS WELL AS ANALYZE AND INTERPRETDATA

provide their team members with meaningful feedback about
each member’s technical and interpersonal performances. The
three instructors teaching the courses collectively selected
attributes that they felt were pertinent to the objectives of the
courses. For outcome “e” (“an ability to identify, formulate,
and solve engineering problems”), 17 attributes were selected;
for outcome “d” (“an ability to function on multidisciplinary
teams”), 32 attributes were selected; and for outcome “g”
(“an ability to communicate effectively”), 12 attributes were
selected as applicable to the three courses.

Each of the selected attributes then formed the basis of
a “statement” for inclusion with the TeamDeveloper. Only
slight modifications were made from the attribute list when
transferring them to the TeamDeveloper. A diskette containing
the software was given to students twice during the semester,
first during the middle of the semester and then toward the
end of each course. Each student rated themselves and their
project teammates on each of the 61 attribute based-statements
on a five-point scale (1—never, 2—rarely, 3—sometimes,
4—frequently, and 5—always). The evaluation process took
no more than 20 minutes of the student’s personal time. The
questionnaires were administered on the last day of each class.

The first set of data from the TeamDeveloper and the survey
instrument is currently being analyzed. In analyzing the data, the
differences in self-assessment ratings versus ratings of peers and
faculty for the group projects are being investigated. In addition,
differences between in-depth assessment methods like the mul-
tisource feedback and more general assessment tools such as the
sophomore and junior attitude instruments will be explored. Fi-
nally, differences in the rating scales used in the two methods
will be examined.

B. Development of a Questionnaire to Measure Design
Abilities

At the University of Washington, the team of researchers
who developed the attribute list for the outcome “c” (“an
ability to design a system, component, or process to meet
desired needs”) used the resultant framework to help develop
a systematic approach for evaluating curriculum and for

assessing student learning of design knowledge and skills. The
attribute framework was used in conjunction with an introduc-
tory design course. The course consisted of several hands-on
design projects and introduced simple engineering analysis
and communication skills. The design attribute framework was
used to help develop questions for a survey instrument to assess
student learning in this particular course. The fine detail of the
individual attributes in the framework provided an opportunity
to frame very specific questions directly from the framework.
For example, a survey designer who wished to assess skill
at “developing a design strategy” at the comprehension level
would transform the appropriate cell directly into a survey
question. Similarly, other questions may be created from other
cells.

The framework was also used to obtain profiles of learning
objectives for various design projects. Depending on the project
different elements and attributes were highlighted. Safoutinet
al. [3134] describe these projects in detail.

VI. CONCLUSIONS

There are many implications to consider when adopting the
eleven EC-2000 outcomes. An initial, major challenge that
every engineering program faces involves achieving faculty
consensus on the meaning and translation of these outcomes as
it applies directly to them. A second challenge is in converting
the desired outcomes into useful metrics for assessment. ABET
was purposefully vague when formulating the outcomes, as the
intent was to be less prescriptive in the accreditation process
and thus encourage individual programs to distinguish them-
selves by the manner in which they define their engineering
education. Although this vagueness has provided engineering
faculty with the needed flexibility and opportunity to meet
their customers’ needs, the initial task of defining the outcomes
is proving to be a substantive and potentially overwhelming
endeavor. The context in which each outcome is used affects
its definition. Each engineering program and individual course
may have different outcome interpretations depending on the
perspective of the engineering educators involved and the
institution’s mission and program objectives.
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Although institutional mission and program objectives will
most probably drive local definitions, within the institution there
are several advantages and synergies to be enjoyed by reaching
some degree of convergence on what is meant by these eleven
outcomes. The approach suggested here may assist many engi-
neering faculty undertaking this challenge. An attempt has been
made to provide order and direction to this critical initial step
by thoroughly researching each outcome and by contributing an
evolving framework by which engineering educators may select
attributes that are suitable to their curricular needs. Thus a buffet
of attributes from which educators can pick and choose and di-
rectly use in the measurement of their courses or program needs
has been provided.2

The authors entertain any comments and improvements to the
outcomes/attributes list. Since its initial inception, the document
has been reviewed and commented by engineering educators at-
tending the 1999American Society for Engineering Education
Annual Conference[52] and at theBest Assessment Processes
III in Engineering Educationat Rose-Hulman Institute (April
2000). Such comments have been and will continue to be incor-
porated into the document on a periodic basis.

ACKNOWLEDGMENT

The authors would like to thank J. Turns, University of Wash-
ington, for her valuable assistance in helping them develop the
framework and apply it to the more difficult outcomes.

REFERENCES

[1] “A framework for the assessment of engineering education,” working
draft by Joint Task Force on Engineering Education Assessment, ASEE,
Feb. 15, 1996.

[2] “Engineering criteria 2000 third edition,” inCriteria for Accrediting
Programs in Engineering in the United States. Baltimore, MD: The
Accreditation Board for Engineering and Technology (ABET), pp.
32–34.

[3] B. S. Bloom, M. D. Englehart, E. J. Furst, W. H. Hill, and D. R. Krath-
wohl,Taxonomy of Educational Objectives: Handbook 1: Cognitive Do-
main. New York: Longman, 1956.

[4] J. McGourty, M. Besterfield-Sacre, and L. J. Shuman. ABET’s eleven
student learning outcomes (a-k): Have we considered the implications?,.
presented at Proc. American Society of Engineering Education Conf.

[5] P. Doepker, “The development and implementation of an assessment
plan for engineering programs: A model for continuous improvement,”
in Best Assessment Processes in Engineering Education: A Working
Symposium. Terra Haute, IN, 1997.

[6] M. D. Aldridge and L. Benefield, “A planning model for ABET engi-
neering criteria 2000,” inProc. Frontier in Education Conf., Pittsburgh,
PA, 1997, pp. 988–995.

[7] J. McGourty, C. Sebastian, and W. Swart, “Development of a compre-
hensive assessment program in engineering education,”J. Eng. Educ.,
vol. 87, no. 4, pp. 355–361, 1998.

[8] V. R. Johnson,A Roadmap for Planning and Assessing: Continuous Im-
provement and Accreditation of Engineering Education Programs: Univ.
Arizona, Feb. 2, 1999.

[9] R. M. Wolf, Evaluation in Education: Foundations of Competency As-
sessment and Program Review. New York: Praeger, 1990.

[10] T. Evers, J. Rush, and I. Berdrow,The Bases of Competence: Skills
for Lifelong Learning and Employability. San Francisco, CA: Jossey-
Bass, 1998.

2The complete list of engineering outcomes and their attributes can be found
at www.engrng.pitt.edu/~ec2000. Visitors to the Web site can download the out-
come/attribute document in its entirety or by individual outcome. It is important
to note that this list is by no means exhaustive nor is it static in nature. The at-
tribute list should be considered a dynamic document that must be constantly
reviewed and updated much like the new approach to engineering education that
ABET is promoting.

[11] A. Doherty, J. Chenevert, R. R. Miller, J. L. Roth, and L. C. Truchan,
“Developing intellectual skills,” inHandbook of the Undergraduate
Curriculum: A Comprehensive Guide to Purposes, Structures, Prac-
tices, and Change, J. Gaff and J. Ratcliff, Eds. San Francisco, CA:
Jossey-Bass, 1997.

[12] N. E. Gronlund,Assessment of Student Achievement, 6th ed. Boston,
MA: Allyn and Bacon, 1998.

[13] J. O. Nichols,The Departmental Guide and Record Book for Student
Outcomes Assessment and Institutional Effectiveness. New York:
Agathon, 1991.

[14] M. Krotseng and G. Pike, “Cognitive assessment instruments: Avail-
ability and utilization,” inA Practitioner’s Handbook for Institutional
Effectiveness and Student Outcomes Assessment Implementation, J.
Nichols, Ed. New York: Agathon, 1995.

[15] M. Mentkowski and A. W. Chickering, “Linking educators And
researchers in setting a research agenda for undergraduate education,”
Rev. Higher Educ., vol. 11, no. 2, pp. 137–160, 1987.

[16] M. Besterfield-Sacre, C. J. Atman, and L. J. Shuman, “Engineering stu-
dent attitudes assessment,”J. Eng. Educ., vol. 87, no. 2, pp. 133–141,
1998.

[17] R. S. RiCharde, C. A. Olney, and T. D. Erwin, “Cognitive and affective
measures of student development,” inMaking a Difference: Outcomes
of a Decade of Assessment in Higher Education, T. Banta, Ed. San
Francisco, CA: Jossey-Bass, 1993.

[18] M. E. Besterfield-Sacre, C. J. Atman, and L. J. Shuman, “Characteris-
tics of freshman engineering students: Models for determining student
attrition and success in engineering,”J. Eng. Educ., vol. 86, no. 2, 1997.

[19] D. R. Krathwohl, B. S. Bloom, and B. B. Masia,Taxonomy of Educa-
tional Objectives: The Classification of Educational Goals Handbook
II: Affective Domain. New York: McKay, 1956.

[20] J. McGourty, P. Dominick, and R. Reilly. Incorporating student peer re-
view and feedback into the assessment process. presented at Proc. Fron-
tiers in Education 1998

[21] D. N. Perkins and G. Salomon, “Are cognitive skills context-bound?,”
Educ. Researcher, vol. 18, no. 1, pp. 16–25, 1989.

[22] G. M. Rogers and J. K. Sando,Stepping Ahead: An Assessment Plan De-
velopment Guide. Terre Haute, IN: Rose-Hulman Inst. Technol., 1996.

[23] R. L. Pinkus, L. J. Shuman, N. Hummon, and H. Wolfe,Engineering
Ethics—Balancing Cost, Schedule and Risk: Lessons Learned from the
Space Shuttle. Cambridge, U.K.: Cambridge Univ. Press, 1997.

[24] C. J. Atman and K. M. Bursic, “Verbal protocol analysis as a method to
document engineering student design processes,”J. Eng. Educ., vol. 87,
no. 2, pp. 121–132, 1998.

[25] B. M. Olds. Using portfolios to assess student writing. presented at Proc.
ASEE Nat. Conf.

[26] R. McBeath, Ed.,Instructing and Evaluation in Higher Education: A
Guidebook for Planning Learning Outcomes: Education Technology,
1992.

[27] A. M. Starfield, K. A. Smith, and A. L. Bleloch,How to Model It:
Problem-Solving for the Computer Age. New York: McGraw-Hill,
1990.

[28] K. A. Solen and J. N. Harb,Introduction to Chemical Process Funda-
mentals and Design. New York: McGraw-Hill, 1998.

[29] J. L. Devore,Probability and Statistics for Engineering and the Sciences,
4th ed. Pacific Grove, CA: Duxbury, 1995.

[30] C. R. Hicks,Fundamental Concepts in the Design of Experiments, 3rd
ed. New York: Holt, Rinehart and Winston, 1982.

[31] M. F. Rubinstein,Tools for Thinking and Problem Solving. Englewood
Cliffs, NJ: Prentice-Hall, 1986.

[32] M. Levine,Effective Problem Solving, 2nd ed. Englewood-Cliffs, NJ:
Prentice Hall, Inc., 1994.

[33] M. J. Safoutin, C. J. Atman, and R. Adams, “The design attribute
framework,” Center for Engineering Learning and Teaching, Univ.
Washington, Seattle, CELT Tech. Rep. 99-01, 1999.

[34] M. J. Safoutin, C. J. Atman, R. Adams, T. Rutar, J. C. Kramlich, and J. L.
Fridley, “A design attribute framework for course planning and learning
assessment,”IEEE Trans. Educ., vol. 43, pp. XXX–XXX, May 2000.

[35] J. McGourty and K. De Meuse,The Team Developer: An Assessment
and Skill Building Program. New York: Wiley, 2000.

[36] P. Wright, Introduction to Engineering, 2nd ed. New York: Wiley,
1994.

[37] L. J. Kamm,Real-World Engineering: A Guide to Achieving Career Suc-
cess. New York: IEEE Press, 1991.

[38] P. A. French and C. Brown, Eds.,Puzzles, Paradoxes and Problems: A
Reader for Introductory Philosophy. New York: St. Martin’s, 1987.

[39] C. E. Harris, M. S. Pritchard, and M. J. Rabins,Engineering Ethics:
Concepts and Cases, 2nd ed. Belmont, MA: Wadsworth, 2000.



BESTERFIELD-SACREet al.: FRAMEWORK FOR EC 2000 109

[40] M. W. Martin and R. Schinzinger,Ethics in Engineering, 3rd ed. New
York: McGraw-Hill, 1996.

[41] SeeTech. Commun. Quart., J. Bus. Tech. Commun.,andCollege Com-
position Commun..

[42] D. Beer and D. McMurrey,A Guide to Writing as an Engineer. New
York: Wiley, 1997.

[43] B. J. Thomas,The Internet for Scientists and Engineers: Online Tools
and Resources. New York: IEEE Press, 1995.

[44] D. Adamy, Preparing and Delivering Effective Technical Presenta-
tions. Norwood, MA: Artech House, 1987.

[45] M. Markel, Technical Writing Essentials. New York: St. Martin’s,
1988.

[46] C. A. Hult, Researching and Writing Across the Curriculum. Boston,
MA: Allyn and Bacon, 1996.

[47] K. W. Houp and T. E. Pearsall,Reporting Technical Information, 7th
ed. New York: Macmillan, 1992.

[48] J. Bordogna, “Primer for a robust career,”Electron. Eng. Times, vol. 106,
p. 1023, 1998.

[49] “University of Delaware commission on lifelong learning: Phase 1 re-
port,” Univ. Delaware, Newark, 1979.

[50] J. A. Niemi, “The meaning of lifelong learning,” presented at the Annu.
Conf. Northwest Adult Education Association, Missoula, MT, 1972.

[51] S. E. Miller, “Beyond the classroom,”Educom Rev., vol. 13, p. 31, 1996.
[52] R. S. McCannon, “Toward a conceptual understanding of lifelong

learning,”, MN, ERIC Doc. Reproduction Service ED 217 155, 1979.
[53] J. R. MacLean, “Lifelong learning: An overview,” presented at the Na-

tional Music Educators’ Conf., Minneapolis, MN, 1981.
[54] U. Hameyer, School Curriculum In The Context Of Lifelong

Learning. Hamburg, Germany: UNESCO Inst. Education, 1979.
[55] J. C. Dunlap, “Preparing students For lifelong learning: A review of in-

structional methodologies,” presented at the National Conv. Association
for Educational Communications and Technology, Albuquerque, NM,
Feb. 1997.

[56] K. Cotton,Lifelong Learning Skills For The Pre-school/Kindergarten
Child: Tips For Parents. Portland, OR: Northwest Regional Lab.,
1998.

[57] M. L. Cutlip and M. Shacham,Problem-Solving in Chemical En-
gineering with Numerical Methods. Upper Saddle River, NJ:
Prentice-Hall, 1999.

[58] M. E. Besterfield-Sacre, C. J. Atman, L. J. Shuman, R. L. Porter, R.
M. Felder, and H. Fuller, “Changes in freshman engineers’ attitudes–A
cross institutional comparison what makes a difference?,” inProc. 1996
FIE Conf., Salt Lake City, UT.

[59] M. E. Besterfield-Sacre chair, “ASEE special session 2330: Try this!
Ideas for assessment,” in1999 ASEE Annu. Conf., Charlotte, NC, June
22, 1999.

[60] A. M. Starfield, K. A. Smith, and A. L. Bleloch,How to Model It:
Problem-Solving for the Computer Age. New York: McGraw-Hill,
1990.

Mary Besterfield-Sacre received the B.S. degree in engineering management
from the University of Missouri-Rolla, the M.S. degree in industrial engineering
from Purdue University, West Lafayette, IN, and the Ph.D. degree in industrial
engineering from the University of Pittsburgh, Pittsburgh, PA.

She is an Assistant Professor in the Industrial Engineering Department at the
University of Pittsburgh. Her principal research interests are in empirical and
cost modeling applications for quality improvement in manufacturing and ser-
vice organizations and in engineering education evaluation methodologies. Prior
to joining the Faculty at the University of Pittsburgh, she was an Assistant Pro-
fessor at the University of Texas-El Paso. She has worked as an Industrial En-
gineer with ALCOA and with the U.S. Army Human Engineering Laboratory.

Larry J. Shuman (M’95) received the B.S.E.E. degree from the University of
Cincinnati, Cincinnati, OH, and the Ph.D. degree in operations research from
the Johns Hopkins University, Baltimore, MD.

He is Associate Dean for Academic Affairs, School of Engineering, Univer-
sity of Pittsburgh, Pittsburgh, PA, and Professor of industrial engineering. His
areas of interest are improving the engineering educational experience and the
study of the ethical behavior of engineers.

Dr. Shuman, together with C. J. Atman, cochaired the 1997 Frontiers in Ed-
ucation Conference held in Pittsburgh. He is a coauthor ofEngineering Ethics:
Balancing Cost Schedule and Risk—Lessons Learned from the Space Shuttle
(Cambridge, U.K.: Cambridge Univ. Press, 1997). He has been Principle or Co-
principle Investigator on more than 20 sponsored research projects funded from
such government agencies and foundations as the National Science Foundation,
U.S. Department of Health and Human Services, U.S.Department of Transporta-
tion, Robert Wood Johnson Foundation, and Engineering Information Founda-
tion. He is a member of the FIE Steering Committee and will be the Academic
Dean for the “Semester at Sea” for the Spring 2002 semester.

Harvey Wolfe received the Ph.D. degree in operations research from the Johns
Hopkins University, Baltimore, MD, in 1964.

He has been a Professor in the Department of Industrial Engineering at the
University of Pittsburgh, Pittsburgh, PA, since 1972 and has been Department
Chair since 1985. He is currently President of the Council of Industrial Engi-
neering Academic Department Heads. He is serving his second six-year term
as an ABET evaluator. After many years working in the area of applying oper-
ations research methods to the health field, he is now active in the development
of models for assessing engineering education. He is a coauthor ofEngineering
Ethics: Balancing Cost Schedule and Risk—Lessons Learned from the Space
Shuttle(Cambrige, U.K.: Cambridge Univ. Press, 1997).

Prof. Wolfe is a Fellow of the Institute of Industrial Engineers and serves
as Member at Large of the Professional Enhancement Board of the Institute of
Industrial Engineers.

Cynthia J. Atman (M’97) received the B.S. degree in industrial engineering
from West Virginia University, Morgantown, the M.S. degree in industrial and
systems engineering from The Ohio State University, Columbus, and the Ph.D.
degree in engineering and public policy from Carnegie Mellon University, Pitts-
burgh, PA.

She is Director of the Center for Engineering Learning and Teaching in the
College of Engineering, University of Washington, Seattle, where she also is
an Associate Professor of Industrial Engineering. Previously, she was an Asso-
ciate Professor at the University of Pittsburgh, where she cochaired the 1997
Frontiers in Education conference with L. Shuman. Her research interests in-
clude modeling cognitive understanding of technical information and the de-
sign process; developing effective communication methods for technical infor-
mation; and science and engineering education. She teaches courses in human
factors engineering and engineering education.

Jack McGourty received the Ph.D. degree in applied psychology from the
Stevens Institute of Technology, Hoboken, NJ.

He is an Associate Dean at the Fu Foundation School of Engineering and
Applied Science, Columbia University, New York, and a Visiting Professor at
Drexel University, Philadelphia, PA. He is also Director of Assessment for the
Gateway Engineering Education Coalition, of which Columbia is a member.
His main responsibilities for the coalition include the development and im-
plementation of educational assessment systems in all member institutions in-
cluding Columbia University, Cooper Union, Drexel University, New Jersey In-
stitute of Technology, Polytechnic University, Ohio State University, and Uni-
versity of South Carolina. His research interests focus on assessment processes
as enablers for student learning, educational reform, and organizational inno-
vation. His teaching experience ranges from elementary special education to
graduate-level offerings. He has published several articles and book chapters on
assessment- and educational-related topics.

Dr. McGourty is an active member of the American Association for Engi-
neering Education, Association for Higher Education, and American Psycho-
logical Association.



110 IEEE TRANSACTIONS ON EDUCATION, VOL. 43, NO. 2, MAY 2000

Ronald L. Miller is a Professor of chemical engineering and petroleum refining
at the Colorado School of Mines (CSM), Golden, where he has taught chem-
ical engineering and interdisciplinary courses and conducted research in educa-
tional methods and multiphase fluid flow for 15 years. He currently holds a Jenni
teaching fellowship at CSM. He has also received grant awards for educational
research from the National Science Foundation, U.S. Department of Education,
National Endowment for the Humanities, and Colorado Commission on Higher
Education. He is Chair of the Chemical Engineering Department Assessment
Committee and Acting Chair of the CSM Assessment Committee.

Prof. Miller has received three university-wide teaching awards and the Helen
Plants Award for Best Workshop at the 1992 Frontiers in Education national
conference

Barbara M. Olds is Principal Tutor of the McBride Honors Program in Public
Affairs for Engineers and Professor of liberal arts and international studies at
the Colorado School of Mines, Golden, where she has taught for the past 15
years. She is the Chair of CSM’s assessment committee and has given numerous
workshops and presentations on assessment in engineering education.

Dr. Olds received the Brown Innovative Teaching Grant and Amoco Out-
standing Teaching Award at CSM and was the CSM Faculty Senate Distin-
guished Lecturer for 1993–1994. She also received the Helen Plants Award for
Best Workshop at the 1992 Frontiers in Education national conference and was
awarded a Fulbright fellowship to teach and conduct research in Sweden during
the 1998–1999 academic year.

Gloria M. Rogers is Vice President for Institutional Resources and Assess-
ment at Rose-Hulman Institute of Technology, Terre Haute, IN. In addition to
her duties at Rose-Hulman, she has been active presenting seminars on the de-
velopment and implementation of assessment plans to improve educational pro-
grams. She is the coauthor of “Stepping Ahead: An Assessment Plan Develop-
ment Guide,” which has been distributed to more than 8000 faculty members
throughout the country. She is a Consultant to the Accreditation Board for En-
gineering and Technology on the implementation of the new outcomes-based
accreditation criteria and a Consultant-Evaluator for the North Central Asso-
ciation. In 1997–1998, she was a National Science Foundation/American So-
ciety of Engineering Education (NSF/ASEE) Visiting Scholar working with en-
gineering programs in the area of assessment. She has coordinated two national
symposia on Best Processes for Engineering Education Assessment. She has
been Chair of the Rose-Hulman Student Outcomes Commission that is respon-
sible for the design and development and implementation of the RosE-Portfolio,
an electronic, Web-based student portfolio system.


